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Objectives

• Build and evaluate an AI agent tailored to interact with and draw 
conclusions from multimodal patient data through tools in oncology

• The tools includes: 
1. Vision model API to generate radiology reports from MRI and CT
2. MedSAM: medical image segmentation model
3. An in-house vision transformer models trained to detect genetic alterations 

from histopathology slides.
4. Basic calculator
5. Web searching tool for Google, PubMed, OncoKB (precision oncology 

database)
6. Knowledge database: 6,800 oncology guidelines
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High-level overview of LLM agent pipeline
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1. Main 
pipeline

2. Oncology knowledge 
from guidelines

3. Callable tools



Example case: Patient A
Case Description Model response: Strategy, Cited Response, Suggestion
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Example case: Patient A
Case Description Model response (cont.)
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Compare to standard LLM
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How it is done: Patient X
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How it is done: Patient X
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Agents in details
Guideline database and RAG
Tools
Combine, Retrieve, and Generate responses

10



Guideline database and RAG

• Six sources
• Clinical scores: MDCalc (https://www.mdcalc.com/)
• General-purpose medical recommendations: 

• UpToDate
• MEDITRON

• Clinical Practice Guidelines in Oncology
• American Society of Clinical Oncology
• European Society of Medical Oncology
• German and English subset of Onkopedia guidelines from German Society for Hematology and Medical 

Oncology

• Preprocessed by 
• GROBID for conversion of PDF into XML
• Data cleansing to remove extraneous and irrelevant information
• Reformat and standardize text from all sources
• Add metadata and archive in JSON format for subsequent processing
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Guideline database and RAG

• Embeddings
• Model: OpenAI’s ‘text-embedding-3-large’

• Indexing
• Text segments of varying lengths (512, 256, 128 tokens)
• 50-token overlapping

• Retrieval
• Vector database: Chroma
• Loopup operation: cosine similarity
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Tools: Web search

• Google API
• Reponses underwent text extraction and purification
• And integrated directly as context (prompt) within the model

• Pubmed
• Formulate custom PubMed queries
• Responses were processed akin to above-described RAG in separate database

• OncoKB
• Sending data through API

• HUGO symbol
• The change of interest (mutation, amplification or variant) 
• Specific alteration of interest (such as BRAFV600E) if applicable

• Returns
• potential FDA-approved or investigational drug options including evidence levels
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Tools: Imaging (CT or MRI scans)
2 options:
1. GPT-4 Vision model

• Generate a comprehensive, detailed and structured report from provided CT or MRI
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2. MedSAM
• Measure size of lesions using 

Calculator (local python)
• In scenarios involving multiple 

images from different date
• First investigates and reports on 

each image separately 
• Then synthesizes a comparative 

analysis
• GPT-4 can track results from 

MedSAM back to original image date

Ma, J., He, Y., Li, F. et al. Segment anything in medical 
images. Nat Commun 15, 654 (2024). 
https://doi.org/10.1038/s41467-024-44824-z



Tools: Histopathology

• In-house training a vision classifier model
• Input

• Histopathology features extracted from colorectal 
cancer tissue image in The Cancer Genome Atlas 
(TCGA) program

• CTranspath for feature extraction

• Output: binary prediction
• MSI vs MSS
• KRAS mutation vs Wild type
• BRAF mutation vs Wild type
• + Mutation probability in percentage
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Wagner, Sophia J., et al. "Transformer-based biomarker 
prediction from colorectal cancer histology: A large-scale 

multicentric study." Cancer Cell 41.9 (2023): 1650-1661. 
https://doi.org/10.1016/j.ccell.2023.08.002



Main pipeline: Strategy!
LLM library = DSPy

Base Model = OpenAI’s ‘gpt-4-0125-preview’

Temperature = 0.2 and 0.1 during RAG

Vision Model = OpenAI’s ‘gpt-4-vision-preview’

Embedding Model = OpenAI’s ‘text-embedding-3-large’

Reranking Model = Cohere Rerank 3 English

PROMPT =
""“

You are a medical AI assistant trained by OpenAI, based on the GPT-4 model.

You will receive medical information about a patient and a question from a medical doctor.

Lets think step by step. 

First think about the information you received. Then check your available tools. Develop a 
strategy to get all relevant information using multiple rounds of tools if necessary. You 
can also combine tool outputs and inputs.

Then, run all tools that you consider useful.

Finally, do NOT answer the user question. Instead, summarize the new information we have 
received from the tools and draw conclusions. Include every detail.

"""
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Main pipeline: combine, retrieve, response!
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Evaluation
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Dataset

N = 20 patient cases
15 random permutations of sex, age, ethnicity

20*15 = 300 in total
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Human results evaluation
3 primary aspects evaluated independently by 4 certified clinicians with expertise in oncology using majority vote.

1. Use of tools
• Ratio of actual versus required uses
• Required tool use is defined as

• Directly instructed to use a tool OR
• Specific output of a tool is needed to answer the question

2. Quality of text output
• Correctness

• Correctness: proportion of correct replies relative to all output
• Incorrectness: hallucinations of diagnostic procedures or patient information
• Harmful: hallucinations of suboptimal or contraindicated treatments

• Completeness
• Essential information that oncologists would anticipate in a human-generated answer under similar conditions
• Specific keywords and terms for each scenario
• Expected relevant and specific interventions (for examples, “FOLFOX and bevacizumab” instead of “chemotherapy and antiangiogenic drugs”) 

• Helpfulness
• Ratio of answers to all questions given by the user

3. Accurate citation through RAG
• Correct: model’s text mirror the content of original document
• Irrelevant: instances where model’s assertions are NOT substantiated by the source material
• Wrong: discrepancies of the information and its actual content
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Human results evaluation
3 primary aspects evaluated independently by 4 certified clinicians 
with expertise in oncology using majority vote.

1. Use of tools
• Ratio of actual versus required uses

2. Quality of text output
• Correctness
• Completeness
• Helpfulness

3. Accurate citation through RAG
• Correct
• Irrelevant
• Wrong
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Comparing models: with and without tools
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Comparing models: close and open source
Llama-3 70B (llama3-70b-8192) Mixtral 8x7B (mixtral-8x7b-32768)

Temp = 0.2, Max output token = 4096
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Comparing models: close and open source
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Discussion

• LLM (GPT-4) alone only generates very generic or wrong responses
• Using LLM as reasoning engine + knowledge database and tools

• Improves accuracy and reliability
• Increases efficacy in very context-specific and specialized medical queries

• Predicting rare mutations
• Measuring disease progression

• Allows rapid update of medical knowledge by searching Google or PubMed 
without the need to update the base model itself

• Using RAG addresses hallucination by supporting citation allowing 
quick fact-checking

25



Limitation

• Small sample size for evaluation
• Core focus lies in the tool-using abilities

• Each tools require independent optimization and validation
• Experimental stage limiting clinical applicability. For examples:

• Using one slice of radiology images
• More advanced medical image analysis models to replace tool in this pipeline

• Using lesion size to evaluate disease progression
• More input data to better evaluate current state of disease

• Limited utilization of tools compared to clinicians
• Multiturn chat agent but evaluate as single interaction
• Oncological use cases only
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Future work

• Locally deployed open-source models 
• Llama-3 405B (newer and better)
• Hermes-3-Llama-3.1 (medical fine-tuned)

• Potential improvements to the retrieval processes
• Domain-specific models
• Hybrid search

• Larger context windows (such as Gemini 1.5)
• How LLM handles temporal dependencies in treatment 

recommendations
• Training of model specialized in tool selection
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