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Steps to recurrent RSF

•Decision tree
•Random forest
•Random survival forest
•Recurrent RSF without terminal event
•Recurrent RSF with terminal event



Decision tree classifier

• Invented since 1986.
• flowchart-like structure where 

each node represents a feature.
• Interpretability: Decision Trees 

are highly interpretable.
• Feature Selection: Decision 

Trees inherently select features 
based on their ability to classify 
the dataset.

Quinlan, J. R. (1986). "Induction of decision trees". Machine Learning, 1(1), 81-106.



Background

•Recurrent event data: Many studies track events that happen multiple 
times to the same individual (e.g., hospital readmissions).
•Challenges with recurrent events: Standard survival models often only 
consider the first event and ignore subsequent occurrences.
•Limitations of traditional methods: Cox models and traditional random 
survival forests aren’t well-equipped to handle the complexity of recurrent 
events, especially when terminal events are involved. 



Recurrent Events and Terminal Events
Recurrent Events: Events that can happen repeatedly to the same 
individual (e.g., multiple hospitalizations).
Terminal Events: Events that, once they occur, prevent further 
recurrences (e.g., death).
Impact on Modeling: Terminal events introduce a stopping point, 
complicating analysis as the model must distinguish between continued 
risk and final outcomes. 





ID Time Age Gender Admit

1 20 30 M 1

2 10 62 F 2

3 30 55 F 2

4 15 74 F 3

5 20 15 M 1

ID Time Age Gender Admit

1 20 30 M 1

3 30 55 F 2

4 15 74 F 3

5 20 15 M 1

3 30 55 F 2

Bootstrapped datasetDataset



ID Time Age Admit

1 20 30 1

3 30 55 2

4 15 74 3

5 20 15 1

3 30 55 2

Bootstrapped dataset



ID Time Age Gender Admit

1 20 30 M 1

3 30 55 F 2

4 15 74 F 3

5 20 15 M 1

3 30 55 F 2

Bootstrapped dataset

Log rank test
Test each covariate

Without terminal event

With terminal event

Wald Test in Ghosh-Lin (GL) model

Decision on node splitting



Without terminal event With terminal event

Nelson-Aalen estimator 
for cumulative hazard function

Nelson-Aalen estimator 
for cumulative hazard function

Kaplan Meier Curve
For survival function in terminal 
event



Model Performance 



C-index

Patient Observed 
Cumulative Events 

Predicted 
Cumulative Events 

1 2 1.5

2 4 3.8

3 1 0.9

Patient 1 and Patient 2
Observed: Patient 2 has 4 events (higher) and Patient 1 has 2 
events.
Predicted: Patient 2 has 3.8 (higher) and Patient 1 has 1.5.
Concordant Pair.



Integrated Mean Squared Error (IMSE)

Patient

Observed 
Cumulative 
Events 
(6 Months)

Predicted 
Cumulative 
Events 
(6 Months)

Squared Error

1 2 1.8 0.04

2 3 2.5 0.25

3 4 3.9 0.01

MSE (6) = 1/3 * (0.04 + 0.25 +0.01)
Calculate for all time point



IScore

Positive = better than reference model
Negative = worse than reference model



Feature importance

Performance measurement

C-index
Integrated Mean Squared Error (IMSE)

Feature importance calculate by average 
difference of original model  performance 
and permuted model performance 

0.880.99



rehospitalization times 
after surgery in patients 
diagnosed with colorectal 
cancer

Rehospitalization colorectal cancer

https://github.com/cran/frai
ltypack/blob/master/data/r
eadmission.rda



Ghosh-Lin (GL) model 
• statistical approach designed to handle recurrent event data 

with terminal events. 
• Semi-parametric model.
• Joint model WLW Model for Recurrent Event Data

Cox proportional‐hazards model for terminal events









Advantages of RecForest
•Handles High-Dimensional Data
•Adaptable to Time-Varying Covariates: Allows dynamic risk adjustment.
•Accommodates Terminal Events: Provides reliable estimates even with 
censoring. 



Limitations of RecForest

•Assumptions in GL Model: 
Relies on assumptions like the 
proportional hazard. 

•Computational Intensity: 
Ensemble learning increases 
computational demands.

•Potential Interpretability: 
Complexity may limit direct 
interpretability.
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