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What is LLM?

• A large language model (LLM) is a type of artificial intelligence (AI) 
program that can recognize and generate text, among other tasks. 
LLMs are trained on huge sets of data

https://www.cloudflare.com/learning/ai/what-is-large-language-model/
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CK D stands for

Attention head
Attention head
Attention head

<EOS>              
Begin of 
the sentence 
token

Positional encoding

FFN, Normalization

CK D stands for<EOS>             

Index Text Prob.

2568 chronic 0.358

166 acute 0.133

23351 renal 0.012

… …. ….

What should be a next token?



CK D stands for<EOS>             chronic

Attention head
Attention head
Attention head

Positional encoding

FFN, Normalization
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Prompt Engineering

• The art of crafting inputs for AI tools that will produce optimal 
outputs.



Zero-Shot Prompting

• Basic for using LLM
• Do not give any example of output



Zero-Shot Prompting

• Basic for using LLM
• Do not give any example of output

Triage patient who visited a hospital after working hour.
Data: A male 40-year-old patient visited the hospital due to chest pain. 
His vital signs are normal
Triage level :

Instruction

Response: Given the patient's presentation of chest pain and normal vital signs, this indicates a potential 
cardiac issue, though it could also be caused by a variety of other conditions. However, chest pain 
is considered a high-risk symptom requiring urgent evaluation.
Given that the patient has visited the hospital after working hours, there might be limited 
resources or staffing available depending on the hospital's policies.
In a typical triage scenario, this patient would likely be considered a high priority, possibly triaged 
as "urgent" or "emergent" depending on the hospital's triage system.



Few-Shot Prompting

• Giving LLM sample(s) of answers 



Few-Shot Prompting



Few-Shot Prompting



Chain of thought Prompting 



Chain of thought Prompting 



Chain of thought Prompting 

1 + 1 = 2 851 x 156 = ?



Chain of thought Prompting 

Image Source: Wei et al. (2022)

https://arxiv.org/abs/2201.11903


Image Source: Kojima et al. (2022)

https://arxiv.org/abs/2205.11916


Elements of a prompt
• Instruction – what do you want LLM to do?
• Context – external information or additional context
• Input data – give LLM input /question to find 
• Output – desired output(format, type)

You are a nephrologist expert. Please answer this following question:
What food/fruit should be avoid in CKD patient?
Write in bullets.





• Persona 
• Task 
• Context 
• Format

How to formulate a prompt



Use natural language
Make it a conversation

Be specific and iterate. Be concise and avoid complexity.
Break it up if several tasks

Assign a role
(Both you and AI) 

, Consider tone

Give constraints.

1 page

Try again, you can do it better
(use other methods)

Prompting guide 101, April 2024 edition



Elements of a prompt
• Instruction – what do you want LLM to do?
• Context – external information or additional context
• Input data – give LLM input /question to find 
• Output – desired output(format, type)

You are a nephrologist expert talking to a patient. Please answer this 
following question:
What food/fruit should be avoid in CKD patient?
Write in bullets which fit in half A4.











RAG



•Retrieval – retrieve the data from vector database

•Augmentation – use the retrieved data to augment prompt for LLM

•Generation – LLM generate the output/answer

Step0 : Indexing – compress document/chunk into the vector database Indexing



Vector Database

Document 
embedding 

model
Our private documents

Index Text Vector

1 T2DM is an insulin-
resistance…

[1,-2,22,…,94]

2 Treatment of T2DM are… [-4,-9,2,…,4]

3 Complication of T2DM are… [2,1,7,…,9]

4 Chronic kidney disease is … [1,9,-3,…,1]

5 Hypertension is the most… [-2,1,5,…,7]

6 Heart failure is a complex… [3,5,9,…,5]

Indexing



Vector Database

Document 
embedding 

model

Index Text Vector

1 T2DM is an insulin-
resistance…

[1,-2,22,…,94]

2 Treatment of T2DM are… [-4,-9,2,…,4]

3 Complication of T2DM are… [2,1,7,…,9]

4 Chronic kidney disease is … [1,9,-3,…,1]

5 Hypertension is the most… [-2,1,5,…,7]

6 Heart failure is a complex… [3,5,9,…,5]

Retrieval

“Summary about 
diabetes mellitus type 2”



Index Text Vector

1 T2DM is an insulin-
resistance…

[1,-2,22,…,94]

2 Treatment of T2DM are… [-4,-9,2,…,4]

3 Complication of T2DM are… [2,1,7,…,9]

4 Chronic kidney disease is … [1,9,-3,…,1]

5 Hypertension is the most… [-2,1,5,…,7]

6 Heart failure is a complex… [3,5,9,…,5]

Summary about diabetes mellitus type 2

Knowledge:

[3rd Document] Complication of T2DM are…

[2nd Document] Treatment of T2DM are…

[1st Document] T2DM is an insulin-resistance…

Write about 500 words for medical student from above 
knowledge.

Prompt for LLMRetrieval

Augmentation



Summary about diabetes mellitus type 2

Knowledge:

[3rd Document] Complication of T2DM are…

[2nd Document] Treatment of T2DM are…

[1st Document] T2DM is an insulin-resistance…

Write about 500 words for medical student from above 
knowledge.

Prompt for LLM

LLM 

Fine-tune is no needLess hallucination Private document

Generation



Vector Database

Document 
embedding 

model

Index Text Vector

1 T2DM is an insulin-
resistance…

[1,-2,22,…,94]

2 Treatment of T2DM are… [-4,-9,2,…,4]

3 Complication of T2DM are… [2,1,7,…,9]

4 Chronic kidney disease is … [1,9,-3,…,1]

5 Hypertension is the most… [-2,1,5,…,7]

6 Heart failure is a complex… [3,5,9,…,5]

7 Update T2DM in 2024 are… [2,5,2,…,4]



Drawdown of naïve RAG

Irrelevant/missing 
information retrieval

Single task/questionHallucination

Gao Y, Xiong Y, Gao X, Jia K, Pan J, Bi Y, Dai Y, Sun J, Wang H. Retrieval-augmented generation for 
large language models: A survey. arXiv preprint arXiv:2312.10997. 2023 Dec 18.



The next step of RAG

Gao Y, Xiong Y, Gao X, Jia K, Pan J, Bi Y, Dai Y, Sun J, Wang H. Retrieval-augmented generation for 
large language models: A survey. arXiv preprint arXiv:2312.10997. 2023 Dec 18.

Re-rank

Post retrieval 
Summary/rewrite

Online information

Query rewrite
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