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Outline

• Transformers for Object Detection

• Transformers for Segmentation

• Transformers for Image and Scene Generation

• Transformers for Low-level Vision

• Transformers for Multi-Modal Tasks

• Transformers for 3D Analysis

• Open Challenges



Transformers for Object Detection
Detection Transformers with CNN Backbone



Transformers for Object Detection



Transformers for Segmentation

• Panoptic segmentation

• Cross-model Self-attention (CMSA)



Transformers for Image and Scene 
Generation



• The task of generating realistic images from text.

• DALL·E takes as input a single stream of 1280 tokens (256 for the text and 1024 for the image), and is trained 

to generate all other tokens autoregressively (one after another)

Transformers for Image and Scene 
Generation



Transformers for Low-level Vision
• Image super-resolution, 

Denoising, Deraining, and
Colorization

Texture Transformer for Super Resolution (TTSR)
• Transformer network for super-resolution



• Colorization Transformer

• Self-attention used in the colorization Transformer is based on row/column 
attention layers introduced in these layers capture the interaction between each 
pixel of an input image while being computationally less costly.

• The row-wise attention layer applies self-attention to all pixels in a given row, 
while the column-wise attention layer considers pixels only in a given column of 
an image. 

Transformers for Low-level Vision



Transformers for Low-level Vision



Transformers for Multi-Modal Tasks
Multi-stream Transformers



The vokens (visualized tokens)



Single-stream Transformers

Transformers for Multi-Modal Tasks



Transformers for Multi-Modal Tasks



Transformers for 3D Analysis
• The Mesh Transformer (METRO)



Transformers for 3D Analysis



OPEN CHALLENGES & FUTURE DIRECTIONS

• High Computational Cost

• Large Data Requirements

• Vision Tailored Transformer Designs

• Neural Architecture Search for ViTs

• Interpretability of Transformers

• Hardware Efficient Designs

• Towards Integrating All Modalities



Q&A
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