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Research Problem

1. The importance of personal information security in a globalized world

2. Limitations of conventional biometric methods:  fingerprint, face recognition. 

Research Purpose
1. Need for more secure identification technologies
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Encoder - input embedding 
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Encoder - position embedding 
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Encoder - position embedding 
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EEG temporal–spatial transformer for person 
identification
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Experiment design
1. Data: 

• All subjects participate in both physical action (PHY) and imagined action (IMA) tasks, such as actual fist clenching 
and imagined fist clenching, while their EEG signals are recorded..

• Each subject's EEG is recorded using 64 electrodes with a sampling rate of 160 Hz.

2. Comparison experiments : 

• Compared to traditional neural network methods such as CNN, MLP, and traditional machine learning methods such 
as SVM.



Table Results of models training on resting states and testing on diverse states



Table Results of the ETST model with different position encoding.
PE (positional enocding)
physical action (PHY)
imagine completing the corresponding action (IMA)


