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• Help newcomers avoid some of the mistakes 


• ML within an academic research context


• Informally, in a Dos and Don’ts style.



Before you start to build models

• Do take the time to understand your data


• Don’t look at all you data 


• Do make sure you have enough data


• Do talk to domain experts 


• Do survey the literature


• Do think about how your model will be deployed



Do take the time to understand your data

• Public dataset? Published?


• garbage in garbage out


• Exploratory data analysis


• Look for missing or 
inconsistent records



Don’t look at all you data 

• OK to spot patterns and make insights (training set)


• Made assumption only in training set


• avoid looking closely at any test data


• Else, limit the generality of model in an untestable way. 





Do make sure you have enough data
• signal to noise ratio in the data set


• Use Cross validation


• Data augmentation


• Augment minor class in Imbalanced 
dataset


• Limit model complexity  —> prevent 
overfit



Overfitting



Do talk to domain experts 

• choose the most appropriate feature set and 
ML model to use


• publish to the most appropriate audience


• help you to understand the data


• Example : Opaque model where it need 
transparent



Do survey the literature

• Other people having worked on the same problem isn’t a bad 
thing


• most likely left plenty of avenues of investigation still open




Do think about how your model will be deployed 

• Why do you want to build 
an ML model?


• paper vs real-world


• resource-limited 
environment , milliseconds 
response?


• ML Ops



• Don’t allow test data to leak into the training process


• Do try out a range of different models


• Don’t use inappropriate models


• Do optimise your model’s hyperparameters


• Do be careful where you optimise hyperparameters and select 
features

How to reliably build models



Don’t allow test data to leak into the training process

• common reason : published ML models FAIL


• ❌ whole data set variable scaling


• ❌ feature selection before partitioning the data 


• ❌ using the same test data to evaluate the generality of 
multiple models —> over-fit the test set


• ✅ use independent test set once to measure the generality of 
a single model at the end of the project





Do try out a range of different models

• No Free Lunch theorem : no single ML approach is best for 
every possible problem


• Find the ML model that works well for particular problem.



No-free-lunch theorem in ML



Don’t use inappropriate models

• modern ML libraries : easy to apply inappropriate models


• ❌ put numeric features to models that expect categorical 
features


• ❌ put time series data to model expecting i.i.d


• ❌ unnecessarily complex 


• reporting results from 


inappropriate models : 


piss reviewers

ME

Reviewer 1

Reviewer 2 Reviewer 3

My advisor



Do optimise your model’s hyperparameters

• significantly effect the performance : no one-size-fits-all. 


• hyperparameter optimisation :random search and grid search, 
but might not scale well


• Bayesian Optimisation 

• AutoML

Me again



Do be careful where you optimise hyperparameters and 
select features

• Hyperparameter optimisation and feature selection : Do treat 
them as part of model training 

• ❌ common error : feature selection on whole data —> 
information leaking


• nested cross-validation (double cross-validation) eg. RFECV , 
GridsearchCV



Nested CV / Double CV



• Do use an appropriate test set


• Do use a validation set


• Do evaluate a model multiple times


• Do save some data to evaluate your final model instance


• Don’t use accuracy with imbalanced data sets

How to robustly evaluate models



Do use an appropriate test set

• always use a test set to measure the generality of an ML model


• Appropriate test set : not overlap training set + wider population



Do use a validation set

• train multiple models : using knowledge gained 
about each model’s performance to guide the 
configuration of the next. 


• not to use the test set within this process


• Early stopping , prevent overfit



Do evaluate a model multiple times

• Crossvalidation (CV) 

• Repeated CV: CV process is repeated multiple times with different 
partitionings of the data


• Stratification if imbalanced data



Do save some data to evaluate your final model instance

• 10-folds CV : 10 models


• Which one to report? 
Which one to use? The 
best one?


• Better to have untouched 
test set





Don’t use accuracy with imbalanced data sets



• Don’t assume a bigger number means a better model


• Do use statistical tests when comparing models


• Do correct for multiple comparisons


• Don’t always believe results from community benchmarks


• Do consider combinations of models

How to compare models fairly



Don’t assume a bigger number means a better model

• 94% 🆚 95% ?


• Different partition of same dataset 🆚 different dataset


• Vanilla 🆚 optimised model


• ✅freshly implement the models 


• ✅optimise each one to the same degree, 


• ✅carry out multiple evaluations 


• ✅use statistical test



Do use statistical tests when comparing models

• Compare same type of model


• McNemar’s test : two classifiers—> 
comparing the classifiers’ output 
labels for each sample in the test set


• Compare two different model


• Student’s T test :only normally 
distributed, which is often not the 
case. 


• Mann-Whitney’s U test : does not 
assume that the distributions are 
normal.



Do correct for multiple comparisons

• Multiplicity effect : compare multiple times of pairs : incremental 
chance of wrongly significant : False-positive


• data dredging or p-hacking 

• Bonferroni correction, 


• lowers the significance threshold based on the number of tests 
that are being carried out



𝜶

𝜶 / n



Don’t always believe results from community benchmarks

• Using benchmark dataset in certain problem 


• Restricted (same) test set for everyone?


• comparing lots of models on the same test set: over-fit the test 
set


• careful : don’t assume that a small increase in performance is 
significant.





Do consider combinations of models : Ensembles



• Do be transparent


• Do report performance in multiple ways


• Don’t generalise beyond the data


• Do be careful when reporting statistical significance


• Do look at your models

How to report your results



Do be transparent

• Share model , script


• encourages to be more careful, document experiments well, and 
write clean code


• reproducibility : prominence in the ML community





Do report performance in multiple ways

• Evaluate in 
multiple datasets


• Multiple metrics



Don’t generalise beyond the data

• Sampling bias : Dataset 
not reflect the real world


• Quality of dataset : 
image from studio vs  r-
ma ’s mobile



Do be careful when reporting statistical significance

• 95% CI threshold : 1:20 false positive 

• Large samples : sig. differences, even when the actual difference 
in performance is miniscule


• statisticians are increasingly arguing : better not to use 
thresholds, just report p-values and leave it to the reader to 
interpret


• Effect size : Cohen’s d statistic , Kolmogorov-Smirnov



Do look at your models

• aim of research : not to get a slightly higher accuracy than 
everyone else. 


• Generate knowledge / understanding + share with the research 
community


• Look inside models + try to understand 


• Decision trees : provide visualisations


•                           techniques for 


complex model





Q & A


