
Markov model



Recap : limitations of decision tree are:
1. Conclusion depends heavily on the assumptions, so sensitivity analysis is 

important

2. Force movement to occur in one direction from left to right

3. Hard to do the model with long cycle time
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The properties of Markov model
1. Patient is always in one of the health states at a time

2. Events are modeled as transitions from one state to another

3. Contribution of utility to overall prognosis depends on length of time spent in 
health states

4. During each cycle, the patient may make a transition from one state to another 
according to a set of transition probabilities which can be either constant over 
time or time dependent

5. Each patient will be followed until get into absorbing state and can not be move 
out from this state
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Example 1: CUA
Question from MoPH (2014)
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A Markov model : State Transition Diagram
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Research methodology in economic evaluation

The steps in conducting economic evaluation are as follows:
a) Define the problem
b) Identify the alternative interventions
c) Identify and measure costs and outcomes
d) Value costs and outcomes
e) Interpret and present the results

i. Structure a model
ii. Identify and synthesize evidence
iii. Deal with uncertainty

P = population/patient

I & C = intervention & comparator

O = outcomes & cost
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1. Define the problem

2. Identify the alternative interventions
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3. Identify and measure costs and outcomes 4. Value costs and outcomes
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5.1. Structure a model

5.2. 
Identify 
and 
synthesize 
evidence
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5.3. Deal with uncertainty
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From treatment effect model To cost-effectiveness analysisResearch proposal for EC approval

2017
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Example 2: from CEB 

2018



Economic Evaluation of Renin-Angiotensin Aldosterone System Blockade on Progression of 
Chronic Kidney Disease: derived from Thai evaluation of treatment effectiveness study
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11.39%

Population: diabetic and non-diabetic group 

Intervention: using RAAS vs. non-RAAS 
1. nonDM, RAAS
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N = 100

100 x 15.90% = 15.9(100 – 15.9) x 11.39% = 9.6100 - 15.9 - 9.6 = 74.5

74.5 x 15.90% = 11.8(74.5 – 11.8) x 11.39% = 7.174.5 - 11.8 - 7.1 = 55.6
9.6 x 47.50% = 4.69.6 -4.6 = 5.0

7.1 + 5.0 = 12.1 11.8 + 4.6 = 16.4
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Exercise: develop Markov model in MS Excel®
- define name for variables
- use formula to calculate
- Monte Carlo analysis by Macro
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Define variables name
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Markov_RAAS_
1.1.xlsm
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Cycle 0

Cycle 1

15.90%
11.39%
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Cycle 2…..

47.50%

15.90%
11.39%
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Cost and Life years
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CE and ICER

RAAS : CE = 226,420/4.30 = 52,622.52 Baht/LY

nonRAAS : CE = 158,256/3.20 = 53,678.16 Baht/LY

226,420-158,256 = 68,165 Baht
4.30 – 3.20 = 1.10 LY
68,165/1.10 = 62,032 Baht/LY
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Exercise: develop Markov model by TreeAge Pro®
- install program 
- create new decision tree (Ctrl + N)
- run sensitivity analysis
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1. Add branch by double click on node

2. Add Markov node by drag and drop from Palette
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3. Define name and insert node for Markov
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4. Complete chance nodes as shown in State Transition Diagram
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5. Assign terminal nodes for each branch
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6. Add “non RAAS” Markov node, then copy and paste Markov tree
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7. Add variables and their properties
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8. Add variables 
and their properties
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9. Select Calculation method 
and Discounting in Payoffs
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10. Run analysis by select decision node : Analysis → Rankings
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11. At Markov node: run Markov cohort to view the details of 
analysis at each stage
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Markov modeling techniques : Time-dependence
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Markov modeling techniques : Time-dependence
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Markov modeling techniques : Time-dependence
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